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## The Identity $(X Y)^{n}=X^{n} Y^{n}$ : Does It Buy Commutativity?

Howard E. Bell

Brock University
St. Catharines, Ontario, Canada L2S 3AI
Let $(S, *)$ be a set with an associative binary operation, which we shall think of as multiplication; denote the product $x * y$ by $x y$. If the operation $*$ is also commutative, then $S$ satisfies the identity

$$
\begin{equation*}
(x y)^{n}=x^{n} y^{n} \tag{1}
\end{equation*}
$$

for each positive integer $n$. Conversely, suppose that $S$ satisfies (1) for one or more $n>1$. Need $*$ be commutative? If not, under what additional hypotheses will $*$ be commutative? This problem is a natural one, and interesting answers can be obtained by using techniques covered in a first abstract algebra course. It is, therefore, somewhat surprising that the problem, at least in its ring-theory version, has only recently been investigated.

Let $F$ be any field and consider the set of $3 \times 3$ matrices

$$
M=\left\{\left.\left[\begin{array}{lll}
0 & a & b \\
0 & 0 & c \\
0 & 0 & 0
\end{array}\right] \right\rvert\, a, b, c \in F\right\} .
$$

Ordinary matrix multiplication is a binary operation on $M$, and $x y z=0$ for all $x, y, z \in M$; hence $M$ satisfies (1) for every $n \geqslant 2$. Since matrix multiplication on $M$ is clearly noncommutative, it is already evident that something more than (1) must be assumed in order to prove commutativity.

## Some results for groups

The positive result which sparked recent interest in the problem is an easy and probably long-known result for groups, which I first encountered as an exercise in Herstein's textbook on algebra [10].

Theorem 1. Let $G$ be a group, and suppose that there exist three consecutive positive integers $n$ for which $G$ satisfies (1). Then $G$ is a commutative group.

Proof. Suppose $G$ satisfies (1) for $n=k, k+1, k+2$. Making use of (1) for $n=k$ and $n=k+1$, we obtain, for arbitrary $x, y \in G$,

$$
x^{k+1} y^{k+1}=(x y)^{k+1}=(x y)^{k}(x y)=x^{k} y^{k} x y ;
$$

and cancelling $x^{k}$ on the left and $y$ on the right gives

$$
\begin{equation*}
x y^{k}=y^{k} x \tag{2}
\end{equation*}
$$

Repeating the argument with $k+1$ and $k+2$ gives

$$
\begin{equation*}
x y^{k+1}=y^{k+1} x ; \tag{3}
\end{equation*}
$$

substituting (2) into (3) we get

$$
x y^{k+1}=y x y^{k},
$$

which implies $x y=y x$.
It is almost obvious that a group $G$ satisfying (1) for $n=2$ must be commutative; and while the analogous result for a single $n$ greater than 2 does not hold, groups satisfying (1) for even one $n>1$ are somewhat restricted in their behavior. (For details, see Alperin's paper [2], the major theorem of which is accessible to anyone with a little knowledge of free groups.)

A careful look at the proof of Theorem 1 yields information about groups satisfying (1) for two consecutive $n$ : specifically, $G$ is commutative if it satisfies (1) for $n=k$ and $n=k+1$ and if every
element of $G$ is of the form $y^{k}$ for some $y \in G$. But satisfying (1) for two consecutive $n$ does not by itself guarantee commutativity, as we see by considering the following example from [22].

Example 1. Let $Z_{10}$ denote the integers mod 10 , with + and $\cdot$ denoting the usual operations, and let $G=\left\{(a, b, c) \mid a, b, c \in Z_{10}\right\}$. If the operation $*$ is defined on $G$ by $(a, b, c) *\left(a^{\prime}, b^{\prime}, c^{\prime}\right)=$ $\left(a+a^{\prime}, b+b^{\prime}, c+c^{\prime}+2 a \cdot b^{\prime}\right)$, then $G$ is a noncommutative group under $*$; however it is easily verified that $G$ satisfies (1) for $n=5$ and $n=6$.

## The problem for rings

Since the essential mechanism in the proof of Theorem 1 is cancellation, it is immediate that there is a version of Theorem 1 for rings without zero divisors. However, since these constitute a relatively small class of rings, it is reasonable to ask what conditions in addition to (1) will yield commutativity in more general rings. The first authors to consider this question were Johnsen, Outcalt, and Yaqub [13], who proved in 1968 that a ring having a multiplicative identity element must be commutative if it satisfies (1) with $n=2$. Luh [17] in 1971 established commutativity of certain rings having a multiplicative identity element and satisfying (1) for three consecutive $n$. Several years later Anthony Richoux, at that time an undergraduate, and Steve Ligh, one of Richoux's professors, succeeded in proving the following ring analogue of Theorem 1 [16].

Theorem 2. Let $R$ be a ring with a multiplicative identity element, and suppose $R$ satisfies the identity (1) for three consecutive positive integers $n$. Then $R$ is commutative.

In the discussion that follows we shall use the symbol 1 to denote the multiplicative identity element of the ring $R$, and use expressions such as " $R$ has 1 " or "a ring $R$ with 1 " to indicate that $R$ has a multiplicative identity element. We shall also use the term "polynomial function of two variables on $R$ " to denote a function such as $f(x, y)=x^{2} y x+y x y x+y^{4} x^{4}$, where the $x$ and $y$ range over elements of $R$. (Note that since $R$ is not assumed to be commutative, this function $f$ is distinct from the function $g(x, y)=x^{3} y+x^{2} y^{2}+x^{4} y^{4}$.) Among the important polynomial functions is the commutator function or bracket function, defined by $[x, y]=x y-y x$. Clearly, $[x, y]=0$ if and only if the elements $x$ and $y$ commute. Moreover, [, ] is linear in each component; hence if $R$ has 1 , it follows that $[x+1, y]=[x, y+1]=[x, y]$ for all $x, y \in R$.

The Ligh-Richoux proof of Theorem 2, which is astonishingly simple, depends on a limited cancellation property in rings with 1.

Lemma. Let $R$ be a ring with 1 , and suppose $f$ is any polynomial function of two variables on $R$ with the property that $f(x+1, y)=f(x, y)$ for all $x, y \in R$. If there exists a positive integer $n$ such that $x^{n} f(x, y)=0$ for all $x, y \in R$, then $f(x, y)=0$ for all $x, y \in R$.

Proof. Given that $x^{n} f(x, y)=0$, replace $x$ by $x+1$, obtaining

$$
\begin{equation*}
0=(x+1)^{n} f(x+1, y)=\left(x^{n}+n x^{n-1}+\binom{n}{2} x^{n-2}+\cdots+n x+1\right) f(x, y) \text {, } \tag{4}
\end{equation*}
$$

where the $\binom{n}{i}$ are the usual binomial coefficients. Left-multiplying (4) by $x^{n-1}$ and using the fact that $x^{n} f(x, y)=0$, we get $x^{n-1} f(x, y)=0$; and simply repeating the argument finitely many times yields $f(x, y)=0$.

Proof of Theorem 2. Suppose $R$ satisfies (1) for $n=k, k+1$, and $k+2$. We begin as in the proof of Theorem 1, noting that the equation $x^{k+1} y^{k+1}=x^{k} y^{k} x y$ can be rewritten as $x^{k}\left[x, y^{k}\right] y$ $=0$. Repeat the argument, using $n=k+1$ and $n=k+2$ and apply the Lemma to obtain

$$
\begin{equation*}
\left[x, y^{k}\right] y=0 \quad \text { and } \quad\left[x, y^{k+1}\right] y=0 \quad \text { for all } x, y \in R . \tag{5}
\end{equation*}
$$

Now left-multiply the first equation in (5) by $y$, obtaining $y x y^{k+1}=y^{k+1} x y$, and note that the second equation in (5) may be expressed as $x y^{k+2}=y^{k+1} x y$. Therefore, $x y^{k+2}=y x y^{k+1}$, which says

$$
\begin{equation*}
[x, y] y^{k+1}=0 \quad \text { for all } x, y \in R . \tag{6}
\end{equation*}
$$

A right-hand version of the Lemma now yields $[x, y]=0$ for all $x, y \in R$.
As in the group case, we cannot get by in Theorem 2 with only two consecutive $n$.
Example 2. Let $R_{1}$ be the set of all ordered 4-tuples with entries from the integers mod 10 ; define addition componentwise and define multiplication by

$$
(a, b, c, d)\left(a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}\right)=\left(a a^{\prime}, a b^{\prime}+b a^{\prime}, a c^{\prime}+c a^{\prime}, a d^{\prime}+d a^{\prime}+2 b c^{\prime}\right) .
$$

It is readily verified that $R_{1}$ is a noncommutative ring under these operations, and that the 4 -tuple $(1,0,0,0)$ is a multiplicative identity element, which we denote as usual by 1 . Let $W$ be the set of 4 -tuples with first component 0 ; note that for all $w_{1}, w_{2}, w_{3} \in W$, we have $w_{1} w_{2} w_{3}=0$ and $5 w_{1} w_{2}=0$. Observe also that every element of $R_{1}$ can be written as $k 1+w$ for some integer $k$ and some $w \in W$. Now let $x=j 1+u$ and $y=k 1+v$ be arbitrary elements of $R_{1}$, where $j$ and $k$ are integers and $u, v \in W$. Then $x y=j k 1+j v+k u+u v=j k 1+w_{0}$, where $w_{0}=j v+k u+u v$ belongs to $W$. Since 1 commutes multiplicatively with $w_{0}$, we can use the binomial theorem to obtain

$$
(x y)^{n}=(j k)^{n} 1+n(j k)^{n-1} w_{0}+\frac{n(n-1)}{2}(j k)^{n-2} w_{0}^{2}
$$

for any positive integer $n$. In particular, if $n(n-1) / 2$ is divisible by 5 , we have

$$
\begin{equation*}
(x y)^{n}=(j k)^{n} 1+n(j k)^{n-1} w_{0}=(j k)^{n} 1+n(j k)^{n-1}(j v+k u+u v) . \tag{7}
\end{equation*}
$$

Subject to the same restriction on $n$, we have

$$
\begin{equation*}
x^{n} y^{n}=\left(j^{n} 1+n j^{n-1} u\right)\left(k^{n} 1+n k^{n-1} v\right)=(j k)^{n} 1+n(j k)^{n-1}(j v+k u+n u v) . \tag{8}
\end{equation*}
$$

Since $n(n-1) / 2$, and hence $n^{2}-n$, was assumed to be divisible by 5 , the right sides of (7) and (8) are equal; thus, $R_{1}$ satisfies the identity (1) for any $n$ such that $n(n-1) / 2$ is divisible by 5 . In particular, for $n=5$ and $n=6$, identity (1) is satisfied by $R_{1}$.

Despite the existence of examples such as this, we need not give up on the case of two consecutive $n$; instead we can impose hypotheses which are incompatible with the "bad" behavior of $R_{1}$. The theorem below is due to Harmanci [7]; the proof is based on the proof of Theorem 1 of [4].

Theorem 3. Let $R$ be a ring with 1. Suppose that $R$ satisfies (1) for $n=k, k+1$, and that $R$ contains no nonzero elements $x$ for which $k!x=0$. Then $R$ is commutative.

The basic strategy of the proof is to study a factor ring $\bar{R}=R / I$, where $I$ is an ideal chosen so that $\bar{R}$ is more tractable than $R$, and then to transfer information about $\bar{R}$ back to $R$. In our case, we take $I$ to be the set $N$ of nilpotent elements of $R$, defined by

$$
N=\left\{x \in R \mid x^{j}=0 \quad \text { for some positive integer } j\right\} .
$$

In our arguments, we shall also make use of the center $C$ of $R$, defined by

$$
C=\{x \in R \mid x y=y x \quad \text { for all } y \in R\},
$$

and use the fact that the center of any ring is a subring. For arbitrary rings $R$, the set $N$ need not be an ideal, nor even an additive subgroup; hence, the first step of the proof is to show that the hypotheses of Theorem 3 force the inclusion $N \subseteq C$. This inclusion implies that $N$ is an ideal. Finally, we shall invoke yet another cancellation property, which we call Property $\mathbf{C}$.

Property C. Let $R$ be a ring with no nonzero nilpotent elements, and let $f$ be a polynomial function in two variables on $R$ such that every monomial term in $f(x, y)$ contains $y$. Then if $R$ satisfies the identity $f(x, y) y=0$, it also satisfies the identity $f(x, y)=0$.

To establish property $\mathbf{C}$, note first that if $a b=0$, then $(b a)^{2}=0$, hence $b a=0=b a x$ for every $x \in R$. Repeating the argument now yields $a x b=0$, so we have an insertion-of-factors property (IFP): in a ring with no nonzero nilpotent elements, if a product of finitely many elements is 0 ,
then all products obtained by inserting additional factors in any positions are also 0 . (Of course, all commutative rings have IFP, but noncommutative rings in general do not.) Suppose now that $R$ satisfies the identity $f(x, y) y=0$, where $f(x, y)=\sum_{i=1}^{n} p_{i}(x, y)$ for monomials $p_{i}(x, y)$ having $y$ as a factor. Then, because of IFP, $R$ satisfies each of the identities $f(x, y) p_{i}(x, y)=0$, $i=1, \ldots, n$; consequently $R$ satisfies the identity $(f(x, y))^{2}=0$, which in the absence of nilpotent elements implies the identity $f(x, y)=0$.

Proof of Theorem 3. Let $R$ be any ring satisfying the hypotheses of the Theorem and $C$ its center. Then, as in the proof of Theorem 2, we have $x^{k}\left[x, y^{k}\right] y=0$, and applying the Lemma gives

$$
\begin{equation*}
\left[x, y^{k}\right] y=0 \quad \text { for all } x, y \in R \tag{9}
\end{equation*}
$$

If $y$ is not a zero divisor-in particular, if $y$ is invertible (has a multiplicative inverse)- the obvious cancellation shows that $y^{k} \in C$. If $u \in N, u^{n}=0$ implies that $(1+u)\left(1-u+u^{2}\right.$ $\left.-\cdots+(-1)^{n-1} u^{n-1}\right)=1$, so that $1+u$ is invertible, and hence $(1+u)^{k} \in C$.

For arbitrary $u \in N$, let the index of $u$ be the smallest $n$ such that $u^{n}=0$. We now proceed, by induction on the index of elements of $N$, to show that $N \subseteq C$. Expanding $(1+u)^{k}$ by the binomial theorem, we have

$$
\begin{equation*}
1+k u+v \in C \tag{10}
\end{equation*}
$$

for each $u \in N$, where

$$
v=\binom{k}{2} u^{2}+\binom{k}{3} u^{3}+\cdots
$$

Thus, if $u$ has index $2, v=0$ and $k u \in C$, so that $0=[k u, x]=k[u, x]=k![u, x]$ for all $x \in R$. But recalling the hypotheses on $R$, we then get $[u, x]=0$ for all $x \in R$, which says $u \in C$. Now suppose all nilpotent elements of index less than $n$ are in $C$, and consider $u$ of index $n$. It is easily seen that the corresponding $v$ has index less than $n$, so (10) again yields $k u \in C$ and hence $u \in C$. Our induction is now complete.

Since $N \subseteq C$, the set $N$ forms an ideal. (If $a, b \in N$, then $a^{n}=b^{m}=[a, b]=0$; the fact that $a-b \in N$ follows by expanding $(a-b)^{n+m-1}$ by the binomial theorem and noting that each summand contains either $a^{n}$ or $b^{m}$ as a factor.) We consider the factor ring $\bar{R}=R / N$, which inherits all the original hypotheses and in addition has no nonzero nilpotent elements. Suppose, temporarily, that $\bar{R}$ can be shown to be commutative. Then for every $x, y \in R,[x, y]=x y-y x \in$ $N$, hence $[x, y] \in C$. It now follows by an easy induction that $\left[x, y^{n}\right]=n y^{n-1}[x, y]$ for all $x, y \in R$ and all positive integers $n$; and recalling (9), we have $0=\left[x, y^{k}\right] y=k y^{k}[x, y]$. It follows that $k!y^{k}[x, y]=0$, and so, by hypothesis, $y^{k}[x, y]=0$; hence, by the Lemma, $R$ is commutative.

The proof of Theorem 3 is not yet complete; it is necessary to justify our temporary assumption concerning $\bar{R}$. We show, in fact, that any $R$ satisfying the hypotheses of Theorem 3 and having $N=\{0\}$ must be commutative. Note first that Property $\mathbf{C}$ applied to (9) shows that $x^{k} \in C$ for all $x \in R$. Thus,

$$
(1+x)^{k}-x^{k}-1=k x+\binom{k}{2} x^{2}+\cdots+k x^{k-1} \in C
$$

so that

$$
\begin{equation*}
\left[k x+\binom{k}{2} x^{2}+\cdots+k x^{k-1}, y\right]=0 \quad \text { for all } x, y \in R \tag{11}
\end{equation*}
$$

Replacing $x$ in (11) by $2 x, 3 x, \ldots,(k-1) x$ in turn, we see that

$$
\left[\begin{array}{cccc}
1 & 1 & \cdots & 1  \tag{12}\\
2 & 2^{2} & \cdots & 2^{k-1} \\
3 & 3^{2} & \cdots & 3^{k-1} \\
& & \cdots & \\
k-1 & (k-1)^{2} & \cdots & (k-1)^{k-1}
\end{array}\right]\left[\begin{array}{c}
{[k x, y]} \\
{\left[\binom{k}{2} x^{2}, y\right]} \\
\vdots \\
{\left[k x^{k-1}, y\right]}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right]
$$

for all $x, y \in R$. Now the $(k-1) \times(k-1)$ matrix $A$ on the left side of (12) is a Vandermonde matrix with determinant $\Delta$ equal to $\pm \Pi(i-j)$, where the factors $i-j$ range over all pairs with $i, j \in\{2,3, \ldots, k-1\}$ and $i<j$ (see [18, p. 15-16]); and since all these factors divide $k!$, it follows that $\Delta$ divides ( $k$ ! $)^{m}$ for some positive integer $m$. Left-multiplying both sides of (12) by the matrix $\operatorname{adj} A[15, \mathrm{p} .36]$ and recalling that $(\operatorname{adj} A) A$ is equal to $\Delta$ times the $(k-1) \times(k-1)$ identity matrix, we get

$$
\Delta[k x, y]=\Delta\left[\binom{k}{2} x^{2}, y\right]=\cdots=\Delta\left[k x^{k-1}, y\right]=0 \quad \text { for all } x, y \in R .
$$

Consequently, $\Delta k[x, y]=0=\Delta k![x, y]=(k!)^{m+1}[x, y]$ for all $x, y \in R$. Repeatedly using the hypothesis that $k!z=0$ implies $z=0$, we obtain $[x, y]=0$ for all $x, y \in R$; hence $R$ is commutative.

## Extensions and related results

Our choice of theorems has been influenced by a desire to keep the proofs elementary and reasonably self-contained. Not surprisingly, by using more elaborate methods, one can obtain somewhat better results.

An examination of the proof of Theorem 3 shows that only in the final stages did we use the full force of the hypothesis that $k!x=0$ implies $x=0$; usually we employed only the weaker hypothesis that $k x=0$ implies $x=0$. In fact, the conclusion of Theorem 3 remains true if we assume only the weaker hypothesis [4]. In this case, we omit the last paragraph of the proof of Theorem 3 and show that commutators in $R$ are nilpotent by appealing to a deep theorem of Herstein [3], [8], [9]: if the ring $R$ (not necessarily with 1) satisfies (1) for some $n>1$, then all commutators in $R$ are nilpotent, and the ideal generated by the commutators consists entirely of nilpotent elements.

Clearly Herstein's result implies that a ring with no nonzero nilpotent elements is commutative if it satisfies (1) for even one $n>1$. There are other one- $n$ theorems available as well, for example, the following recent result due to Abu-Khuzam [1]:

Theorem 4. Let $n>1$ be a positive integer, and let $R$ be a ring with 1 . If $R$ satisfies (1) and contains no nonzero $x$ for which $n(n-1) x=0$, then $R$ is commutative.

Incidentally, in this theorem the hypothesis that $n(n-1) x=0$ implies $x=0$ cannot be weakened to the hypothesis that $n x=0$ implies $x=0$. (Consider the ring $R_{1}$ of Example 2 with $n=21$.)

So far we have always assumed the existence of one, two, or three $n$ such that every pair $x, y$ of elements satisfies (1) for those $n$. One possibility of generalization is to assume that the $n$ varies with $x$ and $y$; and it works-at least sometimes. Indeed, Richoux [21] has recently established commutativity of $R$ with 1 under the hypothesis that for each $x, y \in R$ there exist three consecutive integers $n$, depending on $x$ and $y$, for which (1) holds, and his result has been further generalized in [12], [19], and [20].

Other closely-related theorems assert commutativity of rings satisfying (1) together with other identities (see [5, Theorem 2] and [11]). We conclude with a sample of this kind of result.

Theorem 5. Let $R$ be a ring with 1 , and let $n$ and $m$ be relatively prime integers, greater than or equal to 2. If $R$ satisfies the identities $(x y)^{n}=x^{n} y^{n},(x y)^{n+1}=x^{n+1} y^{n+1}$, and $x^{m} y^{m}=y^{m} x^{m}$, then $R$ is commutative.
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## Races with Ties

## Elliott Mendelson

Queens College
Flushing, NY 11367
When there are $n$ runners in a race, the number of possible outcomes is $n!$ if we assume that there are no ties. If any number of the runners are allowed to tie for arbitrarily many positions, calculation of the number $J_{n}$ of outcomes becomes much more complicated. The number $J_{n}$ has other interesting interpretations. It is the number of possible election ballots when there are $n$ candidates and the voters are allowed to express equal preference among some of the candidates. It is also the number of preferential arrangements of $n$ objects, allowing indifference among some of the objects.

The first few values of $J_{n}$ are easy to calculate: $J_{0}=1$ and $J_{1}=1$, while $J_{2}=3$ (either $(A, B)$, $(B, A)$ or a tie $(A B)$ ). When $n=3$, we have the six standard permutations of $A, B, C$, plus $(A B C)$ (all tied for first), $(A B, C),(A C, B),(B C, A)$ (two tied for first), and ( $C, A B),(B, A C),(A, B C)$ (two tied for second). Thus, $J_{3}=13$. We shall derive recursion equations for $J_{n}$, several closed forms for $J_{n}$, and some other methods for calculating $J_{n}$.

Assume that there are $n+1$ runners. If the number of runners who do not finish first is $j$, then those $j$ runners can finish in 2 nd, $3 \mathrm{rd}, \ldots$ places in $J_{j}$ ways. Moreover, those $j$ runners can be chosen from the $n+1$ runners in $\binom{n+1}{j}$ ways. Hence, the number of possible outcomes is $\binom{n+1}{j} J_{j}$. Since $j$ can be any number between 0 and $n$, the value of $J_{n+1}$ is
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